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ABSTRACT: Developed at the National Oceanic and Atmospheric Administration (NOAA) and the Joint Center for
Satellite Data Assimilation (JCSDA), the Community Global Observing System Simulation Experiment (OSSE) Package
(CGOP) provides a vehicle to quantitatively evaluate the impacts of emerging environmental observing systems or emerg-
ing in situ or remote sensing instruments on NOAA numerical weather prediction (NWP) forecast skill. The typical first
step for the OSSE is to simulate observations from the so-called nature run. Therefore, the observation spatial, temporal,
and view geometry are needed to extract the atmospheric and surface variables from the nature run, which are then input
to the observation forward operator (e.g., radiative transfer models) to simulate the new observations. This is a challenge
for newly proposed systems for which instruments are not yet built or platforms are not yet deployed. To address this
need, this study introduces an orbit simulator to compute these parameters based on the specific hosting platform and
onboard instrument characteristics, which has been recently developed by the NOAA Center for Satellite Applications
and Research (STAR) and added to the GCOP framework. In addition to simulating existing polar-orbiting and geosta-
tionary orbits, it is also applicable to emerging near-space platforms (e.g., stratospheric balloons), cube satellite constella-
tions, and Tundra orbits. The observation geometry simulator includes not only passive microwave and infrared sounders
but also global navigation satellite system/radio occultation (GNSS/RO) instruments. For passive atmospheric sounders, it
calculates the geometric parameters of proposed instruments on different platforms, such as time varying location (latitude
and longitude), scan geometry (satellite zenith and azimuth angles), and ground instantaneous field of view (GIFOV)
parameters for either cross-track or conical scanning mechanisms. For RO observations, it determines the geometry of the
transmitters and receivers either on satellites or stratospheric balloons and computes their slant paths. The simulator has
been successfully applied for recent OSSE studies (e.g., evaluating the impacts of future geostationary hyperspectral infra-
red sounders and RO observations from stratospheric balloons).

SIGNIFICANCE STATEMENT: An orbit simulator for satellite and near-space platforms for supporting observing
system simulation experiments (OSSE) is developed in this study. It can compute spatial, temporal, and view geometry
parameters of the new observations based on the specific hosting platform and onboard instrument characteristics.
These parameters are important for the OSSE to extract atmospheric profiles and surface properties from nature run
data and simulate new observations. In addition to simulating existing polar-orbiting and geostationary orbits, it is
applicable to emerging near-space platforms (e.g., stratospheric balloons), cube satellite constellations, and Tundra
orbits. The observation geometry simulator includes not only passive microwave and infrared sounders but also radio
occultation instruments.
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1. Introduction

The Community Global Observing System Simulation
Experiments (OSSE) Package (CGOP) was developed at the
National Oceanic and Atmospheric Administration and Joint
Center for Satellite Data Assimilation (JCSDA) for conduct-
ing OSSE studies (Boukabara et al. 2016, 2018a, b). In an
OSSE, observations simulated from the nature run (NR)—
usually a long free-running numerical weather prediction
(NWP) forecast (e.g., Putman et al. 2014)—are assimilated in
a data assimilation and forecast system to evaluate impacts

from different designs of new satellite systems before their
instruments are built or deployed, and to compare the perfor-
mance of new systems against current observing systems. The
results can help to guide the design of new instruments and to
determine whether a new satellite system is cost-effective
(Hoffman and Atlas 2016). As the first step, the GCOP must
simulate new observations from proposed observational sys-
tems. This requires the time and location of individual obser-
vations and their observing geometry to extract the coincident
atmospheric and surface variables from the nature run, which
are then input to the observation forward operator (e.g., radi-
ative transfer model and radio occultation forward operator).
Relying on existing observing systems or those having similarCorresponding author: LikunWang, wlikun@umd.edu
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characteristics, the current CGOP practice is to extract the
time, location, and geometry parameters taken from the radi-
ance diagnostics files that were created and archived from the
operational data assimilation at the NOAA National Centers
for Environmental Prediction (NCEP). This is applicable for
currently existing observing systems, such as the Constellation
Observing System for Meteorology, Ionosphere and Climate
(COSMIC)-2 or the sensors of the Joint Polar Satellite System
(JPSS) and Geostationary Operational Environmental Satel-
lite (GOES) series. However, for newly proposed systems
without related geometry or orbital characteristics available
from legacy platforms and instruments, an orbit simulator is
needed to compute the parameters based on the new specifi-
cations. For example, with emerging cube or small satellite
technology, it is possible to launch a group of satellites with
similar instruments in the same or similar orbital plane. Given
the successful operation of Loon platforms for internet access
to rural and remote areas, the use of high-altitude balloons, as
demonstrated by organizations such as Loon (Candido 2020),
could be platforms leveraged for remote sensing instruments
and compliment the current global observing system (GOS).
In addition, NOAA is currently assessing configurations of the
next-generation space architecture, including the potential
impacts of a constellation of geostationary hyperspectral soun-
ders on global medium-range forecasts through OSSEs (Casey
et al. 2018; Li et al. 2018; Wang et al. 2021) as well as to evaluate
the benefits of Tundra orbit platforms for polar region coverage
(Li et al. 2021). How these future systems can benefit the GOS,
and further impact NOAA NWP forecasting capability must be
quantitatively and rapidly assessed using the OSSE capabilities.

To address the critical need to conduct OSSE experiments
for new observing systems, an orbit simulator has been
recently developed within the GCOP. In addition to simulat-
ing existing polar-orbiting and geostationary orbits, it is also
applicable to emerging near-space platforms (e.g., strato-
spheric balloons), CubeSat constellations, and Tundra orbits.
The instrument geometry simulator includes not only passive
microwave (MW) and infrared (IR) sounders but also radio
occultation (RO) instruments. For passive atmospheric soun-
ders, it can calculate the geometric parameters of proposed
instruments on different platforms, such as time varying loca-
tion (latitude and longitude), scan geometry (satellite zenith
and azimuth angles), and ground instantaneous field of view
(GIFOV) parameters. For the RO instruments, it determines
the geometry between the global navigation satellite system
(GNSS) transmitters and the receivers on satellites or strato-
spheric balloons and computes the slant path of the GNSS
RO observations. Figure 1 depicts the processes within the
orbit simulator. First, the hosting platform’s flight through the
nature run is determined by the known orbit parameters or
the known trajectories. Second, the specified payload sensor’s
scan mechanisms determine its view of Earth’s atmosphere
and surface. These two steps together generate the sensor
geometry parameters for the CGOP to simulate the observa-
tions. Accordingly, the CGOP is composed of four parts,
including 1) flight platform simulator, 2) instrument geometry
simulator, 3) observation simulator, and 4) observation
impact experiments. Parts 3 and 4 have been discussed in the

previous GCOP studies (Boukabara et al. 2016, 2018a,
2018b). Here we describe and validate the new platform and
instrument geometry simulator.

The paper is organized as follows: Section 2 describes the
orbit simulator for space (satellite) and near-space (strato-
spheric balloons) platforms, respectively. Section 3 presents
the instrument simulator including passive atmospheric soun-
ders and RO systems, and instruments. Section 4 presents a
summary, caveats, and future planned extensions of the
CGOP orbit determination and sensor geometry simulation.

2. Platform simulator

The flight platform simulator must compute how a payload
hosting platform moves in three-dimensional space (longitude,
latitude, and altitude) with time relative to the Earth ellipsoid. In
this study, the World Geodetic System 1984 (WGS84) is used as
a geodetic reference (datum) to characterize the Earth ellipsoid.
This section focuses on satellite and high-altitude balloon plat-
forms. Additional human controlled platforms that can also host
instruments include platforms such as aircraft, unmanned aerial
vehicles, ocean-subsurface autonomous vehicles. Aircraft and
ships are often navigated to take advantage of winds and cur-
rents. On the other hand, aircraft are also constrained to limit
crew exposure to radiation and thus take less efficient but safer
routes. For OSSE experiments, we can add any known designed
or specified travel paths of these platforms.

a. Satellite platform simulator

For an Earth observing satellite used for OSSE studies, we
consider three types of satellite orbits according to altitude, 1)
low-Earth orbits (LEO) with altitudes below 1000 km, 2) a
geostationary orbit (GEO) with an altitude of 35 786 km, and
3) a Tundra orbit that is highly elliptical orbit with apogee
above 35 786 km. A geostationary satellite stays in a fixed lon-
gitude position on the Earth equator with an altitude of
35 786 km and is assumed to be static with time. This section
will focus on the simulator developed for LEO and Tundra
orbiting platforms, while section 3 will illustrate an example
of a hyperspectral geostationary sounder.

To simulate a satellite orbit, the most common approach is to
use the Simplified Perturbations model 4 (SPG4) to calculate
the six-component time-varying orbital state vector of a satellite
(position and velocity) relative to the Earth-centered inertial
(ECI) coordinate system. (The coordinate systems used in this
study are summarized in Table 1.) The SGP4 model was devel-
oped by North American Aerospace Defense Command
(NORAD) Air Force Space Command (AFSPC) for the space
catalogue use in the 1970s (Vallado et al. 2006). The model pre-
dicts the effects of perturbations caused by Earth’s shape, drag,
radiation, and gravitation effects from other bodies such as the
sun and moon using the two-line elements (TLE) as inputs. A
TLE file is a data format encoding a list of orbital elements of
an Earth-orbiting object for a given point in time, the epoch,
including 1) inclination, 2) right ascension of the ascending
node, 3) eccentricity argument of perigee, 4) mean anomaly, and
5) mean motion (revolutions per day). The TLE datasets are
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now distributed by http://www.celestrak.com/ and by http://www.
space-track.org/. For a typical OSSE experiment using the
CGOP, the satellites are assumed to fly in the nature run model
fields; therefore, our strategy is to use or modify available TLE
files for the existing or similar satellite orbits (the detailed expla-
nation of TLE file format can be found at https://www.space-
track.org/documentation#/tle). For the proposed satellites that
are not launched yet, the new TLE file is generated based on
the proposed orbit information.

Finally, the SGP4 model outputs orbital state vectors includ-
ing satellite position and speed in the ECI coordinate system.
We use the Naval Observatory Vector Astrometry Software
(NOVAS) version 3.1 by doing rotations for wobble (polar wan-
der), spin (Earth rotation), nutation, and precession to transform
the vectors from ECI to the Earth-centered, Earth-fixed (ECEF)
coordinate system (Barron et al. 2011); the vector in ECEF are
then converted into latitude, longitude, and altitude.

A typical LEO orbit example, demonstrated in Fig. 2a, is
the launch of the first 60 SpaceX Starlink internet satellite
constellation positioned at 0008 UTC 9 June 2019 predicted
by the SGP4 model with a 53.08 inclination at a 450-km orbit.
The attached animation file gives the details on how these sat-
ellites move. Figure 2b shows the planned Starlink phase one
constellation, with 24 orbits each populated by 66 satellites.
The final purpose of Starlink is to provide broadband internet
service coverage continuously at any place on Earth. In addi-
tion, there is ongoing research to explore how small satellite
constellations can add value to NOAA as part of the next-
generation environmental satellite architecture (the corre-
sponding study can be found from the website of the NOAA
Systems performance Assessment Team at https://www.star.
nesdis.noaa.gov/sat/index.php).

Traditionally, NOAA satellites are either on LEO or GEO.
LEO satellites are constantly moving around Earth with
global revisit times ranging from hours to days, while GEO
satellites have high temporal resolution for monitoring envi-
ronmental conditions but are limited to tropical and extra-
tropical regions not including the polar regions. Thus, there
are coverage gaps at high latitudes. A satellite on a highly
elliptical, high inclination, geosynchronous orbit, known as a
Tundra orbit, hovers most of the day due to apogee dwell
above one of the polar regions and can fill this gap (Trish-
chenko et al. 2016). Figure 3 presents an example of such a
Tundra orbit, with an inclination 63.48, perigee at 24 473.9909
km and 63.68S latitude and apogee at 47 133.8319 km and
63.68N latitude. As seen in the spacing of the location fixes in
Fig. 3, the satellite travels very slowly, or dwells, at apogee.
Specifically, a Tundra platform dwells for almost eight hours
traveling around the small circle above 508N. To be geosyn-
chronous, the Tundra orbital period is one sidereal day, i.e.,
four minutes shorter than a solar day.

Finally, in order to quantitatively validate the satellite plat-
form simulator, we randomly choose one orbit of Cross-Track
Infrared Sounder (CrIS) data from the Suomi National Polar-
Orbiting Partnership (SNPP) from 0822 to 1022 UTC 29 Janu-
ary 2017. Its brightness temperature (BT) image at 900.00
cm21 (11.1 mm) is given in Fig. 4a. Specifically, the dataset
contains the actual satellite position and velocity vectors in
ECEF at each scan, which were derived from the real-time
global positioning system (GPS) data from an onboard GPS
receiver. On the other hand, we use the TLE file dated on the
same day as the input to predict the orbit vectors in ECEF for
the same scan time. For straightforward comparison, the sat-
ellite position vectors both from the data and simulator are

FIG. 1. Flowchart of the satellite and near-space platform simulator.
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converted into nadir longitudes and latitudes. Their great-cir-
cle distances on the Earth surface are calculated and shown in
Fig. 4b. It indicates that the errors from the simulator are less
than 0.6 km in a whole orbit compared to actual nadir loca-
tions. This suggests that the orbit simulator performs well
once the orbit parameters are provided. If the orbit parame-
ters are not updated often, the error will grow approximately
1–3 km per day and accumulate (Vallado et al. 2006).

b. Near-space platform

Stratosphere balloons are another new potential platform
to host remote sensing instruments. Such systems can also be
quantitatively assessed with OSSEs. For example, Loon
LLC—an Alphabet Inc. subsidiary—uses high-altitude bal-
loons placed in the stratosphere to provide internet access to
rural and remote areas. Typically drifting with stratospheric

TABLE 1. Summary of the coordinate systems used in this study.

Coordinate
systems Type Origin Axes conventions Variables

Geodetic
latitude,
longitude,
and altitude
(LLA)
coordinate

Spherical Earth center Latitude is an angle that ranges
from 08 at the equator to 908
(north or south) at the poles;
positive longitudes are east of
the prime meridian, and
negative ones are west

(w, l, h)
w: Geodetic latitude (8)
l: Longitude (8)
h: Altitude (m)

Local spherical
coordinate

Spherical Measurement location The range is the Euclidean
distance from the origin to the
target, the zenith angle is the
angle between the zenith
direction and the line from the
origin to the target, the
azimuth angle is the signed
angle measured from the
azimuth reference direction to
the orthogonal projection of
the line segment from the
origin to the target on the
reference plane

(R, Q, F)
R: Range (m)
Q: Zenith angle (8)
F: Azimuth angle (8)

Local east,
north, up
(ENU)
coordinate

Cartesian Measurement location East–west tangent to parallels,
north–south tangent to
meridians, and, up–down in
the direction normal to the
oblate spheroid used as
Earth’s ellipsoid

(East, north, up) in meters

Earth-centered,
Earth-fixed
(ECEF)
coordinate

Cartesian Earth center The z axis coincides with the
minor axis of the reference
ellipsoid. The x axis runs from
the origin through a point on
the equatorial plane at the
zero meridian; the y axis is
perpendicular to the x axis on
the equatorial plane

(x, y, z) in meters

Earth-centered
inertial (ECI)
coordinate

Cartesian Earth center Same as ECEF, but the x axis
and y axis do not rotate with
the Earth ellipsoid

(x, y, z) in meters

Orbital (or
trajectory)
coordinate
system (OCS)
coordinate

Cartesian Spacecraft center of mass The z axis points to nadir, the x
axis points to the platform
instantaneous moving
direction, and the y axis is the
normalized cross product of
the z axis and x axis

(x, y, z) in meters

GEO fixed grid
frame

Spherical The ideal subsatellite point The z axis points to nadir, the y
axis points south, and the x
axis points east

(u, w) in degrees
u: EW angle (8)
w: SN angle (8)

Spacecraft body
frame (SBF)
coordinate

Cartesian Spacecraft center of mass Perfectly align with OCS, if
pitch, roll, and yaw are zeros

(x, y, z) in meters
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winds near 20 km in altitude (30–50 hPa), the balloons can be
moved to higher or lower altitudes to control the direction of
motion and remain aloft continuously for weeks to months.
These balloons provide in situ measurements of ambient air

temperature, air pressure, and wind velocity (derived from
GNSS locations), along with an Earth-view, single window
channel IR radiation flux (Candido 2020). The stratosphere
balloons can potentially serve as high-altitude “pseudo-satel-
lite” platforms to host instruments (e.g., RO receivers). It is
for this reason that the near-space platform simulator is
included in the package.

Stratosphere balloons are a type of superpressure balloon
filled with helium. Following the approach by Riddle et al.
(2006), we developed a simple trajectory model to predict the
flight path of a high-altitude balloon using the horizontal atmo-
spheric motion, i.e., the wind field from the GEOS-5 Nature Run
(G5NR; Putman et al. 2014). Specifically, assuming an ideal, infi-
nitely small air parcel, the trajectory of the balloon is governed
by the differential trajectory equation:

dX
dt

� V(X, t), (1)

where X = (x, y, z) denotes the position of the air parcel and
V = (u, y, v) is the vector velocity. Vertically, a superpressure
balloon generally maintains a stable altitude for long periods.
The reason is that the volume of a superpressure balloon remains
relatively constant in the face of changes in ambient pressure out-
side the balloon, and changes in the temperature of the helium
within the balloon (Levanon et al. 1974; Hertzog et al. 2007). The
balloon oscillates around its stable altitude by the vertical motion
of the air, which is not considered in the trajectory model. In
other words, when the balloon is advected by the nature run hor-
izontal wind field, it is assumed to vertically stay on constant-

FIG. 2. (a) The first launch of 60 Space-X Starlink test satellite
constellation at 0008 UTC 9 Jun 2019 simulated by the SGP4
model. (b) The planned Starlink phase one constellation including
24 orbits, and each orbit has 66 satellites. The dots in the figures
indicate the instantaneous nadir location of the satellites.

FIG. 3. Ground track of a Tundra orbit for one day. Because of
apogee dwell (the satellite slows down at apogee), it spends most of its
time over a high latitude area. The points are plotted every 10 min.

FIG. 4. (a) SNPP CrIS BT images at 900 cm21 from 0822 to 1022
UTC 29 Jan 2017 and (b) the great-circle distance of the satellite
nadir locations from the real data and those predicted from the
orbit simulator.
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density (isopycnic) surfaces. Therefore, the model assigns a new
altitude at a new location for the balloon by searching the same
air density value for each integration step. Moreover, in real
operations, the balloon occasionally adjusts its altitude by pump-
ing air between the balloon and an internal bladder. This modi-
fies the balloon density and therefore its elevation. Vertical
balloon maneuvers are not considered in the trajectory model.

The analytic solution of the above trajectory equation is
expressed as

X1 � X0 1

� t1

t0
V(Xt, t) dt (2)

with initial position X0 at start time t0 and end time t1. Differ-
ent explicit Runge–Kutta numerical integration schemes can
be used to solve (2) and thus to compute the trajectory, as has
been comprehensively studied by Rößler et al. (2018). In this
study, we use the simplest solution of (2)—the first-order
Runge–Kutta or explicit Euler method, which is given by

Xn1 1 � Xn 1DtV(Xn, tn): (3)

In Eq. (3), Dt = tn11 2 tn refers to the time step, which is 30
min for G5NR data. The Euler method is the first-order Run-
ge–Kutta method, which is also referred to as the “zero accel-
eration” scheme. Given a start point Xn, initial bearing (wind
direction), and travel distance, one can calculate the destina-
tion point along a (shortest distance) great-circle arc in the
NR space using spherical coordinate transformation. Figure 5
gives an example of simulated trajectories for 20 superpres-
sure balloons initially evenly distributed at 19.5 km. The fig-
ure clearly shows that the balloons move following the G5NR
stratospheric streamflow. The accuracy of computed trajecto-
ries is impacted by many factors including the integration
schemes (e.g., Rößler et al. 2018), the uncertainties of wind
measurements (e.g., Riddle et al. 2006), and the model

forecast time (Stunder 1996). As a qualitative assessment,
Fig. 6 compares the trajectories from the two real superpres-
sure balloons launched in August 2019 (Friedrich et al. 2017;
Candido 2020) and those computed from the trajectory model
using the G5NR data in August 2006. The exact locations of
the trajectories are quite different mainly because of the dif-
ferent wind fields. The simulations use wind data from G5NR
in 2006 but the Loon trajectory occurred in 2019.

De la Cámara et al. (2010) computed the balloon trajecto-
ries using different reanalysis data and the comparison with
the real trajectories indicates the similar error structures.
However, the balloons traveled in the Southern Hemisphere
along similar paths and have comparable coverage, even if
they were in different space (G5NR model space versus real
data) and in different periods (2006 versus 2019). Therefore,
it is good enough to evaluate the impacts of the balloon-based
instruments using the calculated trajectories for the OSSE
purpose.

c. Platform orientation

For realistic sensor simulations, a module to determine
platform orientation is also developed, which is then com-
bined with the computed platform orbit (or trajectory). The
platform attitude provides information about a platform’s ori-
entation with respect to the platform orbit or trajectory. The
three critical flight dynamical attitude parameters are the
angles of rotation in three dimensions about the platform’s
center of gravity, known as pitch, roll, and yaw. The

FIG. 5. Twenty superpressure balloons trajectories (red) simu-
lated using the G5NR data. The balloons are flying in the G5NR
wind fields for 48 h. The blue lines are an instantaneous snapshot
of the streamfunction at 70 hPa at 0000 UTC 3 Aug 2016. The tra-
jectory model began at 0000 UTC 1 Aug 2016 and was integrated
with a time step of 0.5 h.

FIG. 6. (a) The trajectories of two stratospheric balloons from
Loon LLC traveling in August 2019 and (b) the trajectories calcu-
lated by the trajectory model using the G5NR data in August 2006.
The trajectories are from the same initial locations. The squares
indicate the balloon initial positions while the triangles represent
the final position after one month.
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transformation from the attitude parameters in the spacecraft
body frame (SBF) coordinate (see Table 1) to the platform
orientation in the orbital (or trajectory) coordinate is a three-
dimensional rotation matrix with the components of the rota-
tion matrix being functions of the platform roll, pitch, and
yaw attitude angles. The nature of the functions of roll, pitch,
and yaw depends on the exact definition of these angles (i.e.,
how they are generated by the attitude control system). In the
simulator, we follow the NOAA satellite attitude definition
convention, which follows the order of yaw, roll, and pitch
(called type 3-1-2). The equation of the transformation matrix
using the three angles can be found in appendix B of JPSS
Visible Infrared Imaging Radiometer Suite Geolocation algo-
rithm theoretical basis document (ATBD) (Baker 2011). The
transformation matrix is thus determined once the platform
attitude parameters are available. Additionally, this allows
simulation testing of the impact of attitude stability on the
measurements by adding noise to the attitude angles.

3. Instrument geometry simulator

The instrument geometry simulator currently can handle
two different types of observing systems: 1) passive atmo-
spheric sounders and 2) RO transmitters and receivers. We
focus on these two types since they are the main inputs for
NWP data assimilation and the top candidates for proposed
CubeSat/SmallSat missions. Passive atmospheric sounders
detect the emitted and reflected radiation from the atmo-
sphere and Earth in the infrared and microwave spectral
range. Visible and ultraviolet–visible instruments have not
been considered in this package because their measurements
have not been directly assimilated by the NWP models. The
instrument geometry simulations for passive atmospheric
sounders are to use the specified instrument scan mechanism
(such as scan type—conical or cross-track scanning, scan

range, and scan speed) to add GIFOV (or pixel) parameters
so that when the hosting platform flies in space, the simulation
software produces observation geometry datasets that include
longitude, latitude, view zenith and azimuth angles, solar
zenith and azimuth angles, and GIFOV shapes (if needed).
Since passive atmospheric sounders have different scan mech-
anisms on GEO and LEO satellites, these two cases are
discussed separately. Following that we discuss the RO obser-
vation geometry simulation.

a. Geostationary IR sounder

Geostationary hyperspectral sounders can provide high
temporal and high spatial resolution, allowing the production
of four-dimensional moisture and dynamic motion informa-
tion. Such observations would be critical for storm prediction
when assimilated into regional- or storm-scale NWP models
over conterminous United States (CONUS) (Schmit et al.
2009). The scan mechanism of the Geosynchronous Imaging
Fourier Transform Spectrometer is used here to simulate geo-
stationary sounder geometry dataset (Bingham et al. 2006).
Specifically, in order to enable frequent high spatial resolution
coverage over the full disk of Earth, a large area focal plane
array composed of 128 3 128 pixels is used, in which each
pixel has a corresponding spatial resolution of 4.0 km at nadir
corresponding to an angular field of view (FOV) of 112 micro-
radians. As shown in Fig. 7, the simulated sounder scans
Earth via two orthogonal scan mirrors: one east–west (EW)
and one north–south (NS). It first scans in an EW direction
and is then stepped to a new NS scan angle to begin another
EW swath. In this manner, if the focal plane dwells for 4.7 s
for each patch, a total of 392 patches achieve a full disk scan
in 30 min. Based on this configuration, the angles of each pixel
in the EW and NS direction for every step form the fixed grid
frame (FGF) coordinate system (see the definition in Table 1).
The line of sight vector (LOS) is parameterized by these two

FIG. 7. (a) A large area focal plane array composed of 128 3 128 pixels, in which each pixel has a corresponding spatial resolution of
4.0 km at nadir. (b) The simulated sounder scan mechanism, which scans Earth via two orthogonal scan mirrors: one east–west (EW) and
one north–south (NS).
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angles—the north/south angle (vertical scan) and east/west
angle (horizontal scan). The GOES-R Data Book (NOAA
2018) provides the details on how to convert these two angles
into latitude and longitude. Once the longitude and latitude
for each pixel is computed, three vectors can be computed
using ECEF coordinates, as shown in Fig. 8. The satellite posi-
tion vector P points to the satellite from Earth’s center—the
ECEF origin, which can be calculated using the longitude and
latitude of subsatellite point and satellite altitude. The satel-
lite measurement location vector G points to the location of
satellite measurements from the Earth center. The satellite
LOS vector LOS points to the satellite measurement location
on the Earth ellipsoid surface from the satellite position.
From the figure it is clear that

LOS � G2P: (4)

This LOS vector in (x, y, z) in ECEF can be converted to the
local east, north, up (ENU) coordinate system as (see Fig. 4 in
Wang et al. 2016b)

[E
N
U

]
�
(

2 sin l cos l 0
cos l sin w 2 sin l cos w cos w
cos l cos w sinlcosw sinw

)[ x
y
x

]
, (5)

where l is longitude and w is latitude at the measurement
location. Furthermore, the LOS vector in ENU can be con-
verted to range, zenith angle, and azimuth angle (R, Q, F) in
the local spherical coordinate as

[R
Q
F

]
�
[ ����������������

x2 1 y2 1 z2
√
arccos(U=R)
arctan(E=N)

]
: (6)

Figure 9 shows the zenith angle map for a geostationary
sounder calculated using the above method. The spatial reso-
lution map is also given in Fig. 9. It clearly shows that the 4.0-
km nadir pixel gradually increases to 8–10 km at the scan
edge. This is a major issue limiting the application of geosta-
tionary satellite observation in the Alaska region. Finally, the
angular FOV and scan rate (sample number per scan) can be
modified in the simulator to match future instrument design
configuration.

b. Passive atmospheric sounders on LEO satellites

The most common scan mechanism used for passive atmo-
spheric sounder on an LEO platform are 1) conic scanning
and 2) cross-track scanning. Figure 10 shows example foot-
prints of conical and cross-track scanning instruments that
were assumed to be on board a stratospheric balloon plat-
form, located at 18.3 km and 40.68N, 117.88W. The detailed
method on how to compute the ground projection of the
FOV (i.e., the GIFOV) can be found from the study by
Wang et al. (2013) and the corresponding software can be
obtained from the GitHub repository at https://github.com/
wanglikun1973/ATMS_CrIS_footprint_computation. In this

FIG. 8. Schematic diagrams showing the relationship between the
LOS vector LOS, satellite position vector P, and the measurement
location vectorG.

FIG. 9. (a) The pixel size resolution and (b) local zenith angle distribution for simulated sounder geometry dataset.
The satellite subsatellite point is at 758W on the equator.
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simulation, each scan is composed of 96 FOVs with an FOV
angle of 1.18, which is defined as the angle subtended by a sin-
gle detector element (infrared) or antenna main beam (micro-
wave) on the axis of the optical system. The scan angle ranges
from 652.758 with a step angle of 1.18. Conically scanning
sounders such as the Special Sensor Microwave Imager (SSM/
I) and the TRMM Microwave Imager (TMI), use a constant-
angle rotary-scanning mechanism at a fixed angle of incidence
while the platform travels forward. As a result (shown in
Fig. 11), the satellite view zenith angle and GIFOV size are
constant. However, conically scanning swath widths are usu-
ally less than the cross-track scanning swath widths. On the
other hand, cross-track scanning radiometer, such as the
Advanced Microwave Sounding Unit (ATMS) on the JPSS
satellites, rotates perpendicular to the platform direction of
travel, resulting in varying GIFOV size and view zenith
angles. This results in degraded spatial resolution at wider
scan angles.

Hyperspectral IR sounders, such as the Atmospheric Infra-
red Sounder (AIRS), the CrIS, and the Infrared Atmospheric
Sounding Interferometer (IASI), generally use cross-track
scanning. For an interferometer like CrIS or IASI, a detector
array composed of several detectors increases data collection
rate. For example, CrIS stepwise “stares” at Earth from
248.38 to 148.38 with a 3.38 step angle, collecting 30 fields of
regards (FORs) of the Earth scenes. Each FOR contains a
3 3 3 set of observations made by 0.9638 circular detectors
separated by 1.18 (see Fig. 3 of Han et al. 2013), which corre-
sponds to nine 14-km circular GIFOVs in the nadir FOR.
This type of configuration as well as the other types of config-
urations described by Wang et al. (2016a) is supported by the
simulator package. Shown in Fig. 12 is an example of simu-
lated footprints of a 6 3 6 detector array with a nadir FOV
size of 7.0 km projected on the Earth surface. As a step-scan
Fourier transform spectrometer, the radiation from Earth and
atmosphere is reflected into the instrument by a 458 mounted
scan mirror rotating along two axes. Consequently, the
GIFOVs of the 6 3 6 detectors rotate with increasing scan
angles.

For validation purposes, the instrument simulator is used to
simulate the orbit shown in Fig. 4a. Specifically, the following
datasets are used as input, 1) static CrIS geometry calibration
parameters that can be found from in the CrIS Sensor Data
Records ATBD (Guenther 2011; Wang et al. 2017), 2) static
CrIS scan parameters (e.g., FOV size and FOV number, scan
speed, step angle and range), 3) dynamic satellite attitude
angles from spacecraft diary data (such as pitch, roll, and yaw
angles), and 4) dynamic satellite position and velocity vectors
predicted from the platform simulator. The outputs are the
CrIS geometry datasets that have the same content as the real
data, including latitude and longitude, satellite view zenith
and azimuths angles, and solar zenith angle and azimuth
angles for each pixel. Figure 13 gives the location error in
term of GIFOV in percent between the real dataset and those
computed from the instrument simulator for all the pixels (a
total of 220 320 measurements). The figure clearly shows that

FIG. 10. Cross-track and conical scan simulations on a strato-
spheric balloon platform at the height of 18.3 km and at 40.68N and
117.88W.

FIG. 11. GIFOV dimensions along and cross track and view zenith angle for scan patterns shown in Fig. 10.
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the location errors from the instrument simulator are less than
12% of the GIFOV (14 km corresponding to the CrIS FOV size
of 0.9638). It should be noted that the CrIS GIFOV is a circle at
nadir and gradually enlarges and becomes ellipsoidal as the scan
angle increases. So that at the end of scan, the 14.0-km circle at
nadir becomes an ellipse with major and minor axes of 43.6 and
23.2 km (see Fig. 12). As a result, the location errors are subpixel
in size and negligible for OSSE studies.

c. Radio occultation simulator

RO relies on radio transmissions from the GPS satellites, or
more generally from GNSS satellites in medium-Earth orbits
that are monitored by a receiving platform, usually an LEO
satellite (e.g., Constellation Observing System for Meteorol-
ogy, Ionosphere, and Climate 2) but possibly in the future a
stratosphere balloon. The signal passes through the atmo-
sphere and gets refracted along the way. The magnitude of
the refraction depends on the density and hence on the

temperature and water vapor profiles in the atmosphere. The
relative position between the GNSS satellite transmitter and
the RO receivers on LEO orbit satellites or stratosphere bal-
loons changes over time, allowing for a vertical scanning of
successive layers of the atmosphere. Therefore, the occur-
rence of the RO observations depends on relative geometry
between the GNSS transmitters and receivers. The goal of the
RO observation geometry simulator is to compute the slant
path between transmitter and receiver. The atmospheric pro-
file can then be interpolated along the slant path, which is
then converted into the RO excess phase, bending angle, or
refractivity profile through an RO forward operator (e.g.,
Cucurull et al. 2007).

Figure 14 illustrates the geometry between the transmitters
on the GNSS satellites (blue dots) and the receivers either on

FIG. 12. An example of simulated footprints of a 63 6 detector array with an FOV size of 7.0 km projected on the
Earth surface for CrIS-like hyperspectral IR sounders. The axis in the upper-right expanded plot is the detector size
angle (8).

FIG. 13. The difference of measurement locations in term of the
percentage of the FOV size between the real dataset and those pre-
dicted from the instrument simulator (a total of 220320 measure-
ments) for the orbit in Fig. 4. The color indicates the zenith angles.

FIG. 14. The geometry between GPS transmitters on GPS satel-
lites (blue dots) and receivers either on satellite (green lines) or
stratosphere balloons (red dots). The figure is for illustration pur-
poses and does not represent the exact scale of LEO and GPS sat-
ellite orbits.
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LEO satellites (green lines) or stratosphere balloons (red
dots) at a specific moment. The LEO satellites are typically
400–800 km above the surface of Earth, whereas the GNSS
satellite are commonly at ∼20 200 km in a 12-h orbit. The
transmitter and receivers are simultaneously moving along
their respective orbits or paths. In the above sections, an orbit
simulator to compute the LEO satellite position and a trajec-
tory model to calculate the stratospheric balloon trajectory
were developed. Instead of an orbit simulator for the GNSS
satellites we obtain the exact position of the GNSS satellites
from the International GNSS Service (IGS). The IGS main-
tains a high precision and accuracy catalog of GNSS satellite
ephemerides (see the link http://www.igs.org/products). These
data include the GNSS positions every 15 min with 3–5-cm
accuracy (available from https://cddis.nasa.gov/). Figure 15
illustrates two types of the RO instruments: 1) the spaceborne
RO where the GNSS signals are tracked by receivers outside
the Earth atmosphere (e.g., Haase et al. 2014) and 2) the bal-
loonborne RO where signals are received within the
atmosphere.

Figure 16 is a flowchart that shows the procedures to com-
pute the RO slant path. The following steps are taken, includ-
ing 1) converting the GNSS receivers’ platform position from
(longitude, latitude, and altitude) into (x, y, z) in the ECEF
coordinate and interpolating them to high temporal resolution
(e.g., 0.1 s); 2) acquiring the GNSS satellite orbit products
from NASA website (https://cddis.nasa.gov/) and also inter-
polating them to high temporal resolution; 3) computing the
line of sight (LOS) vector that directly connects the GNSS
receivers to the transmitters; 4) calculating the elevation
angle, which is the angle viewing the GNSS satellite from the
receiver’s platform; 5) computing the straight-line tangent

altitude (SLTA), which is the distance of the above the LOS
vector to the surface of Earth (the difference between Rtangent

and REarth in Fig. 15); 6) saving the cases where RO can occur
by comparing to the preset elevation angle thresholds; and 7)
outputting the time and location of GNSS RO slant path
including longitude, latitude, and altitude. Though the GNSS
signals from the GNSS satellites are broadcasting from all
direction, only those falling within the GNSS receiver antenna
can be processed to produce RO observations. This is deter-
mined by the GNSS receiver antenna pattern relative to the
platform as well as the platform orientation. Therefore, for
each GNSS signal, the simulator checks the azimuth angles to
determine if they can reach the GNSS receiver.

Using the above algorithm, we predicted the RO occur-
rence locations for the GNSS Receiver for Atmospheric
Sounding (GRAS) on board MetOp-B on 2 October 2018,
which are compared with the real data and shown in Fig. 17.
Note that the real RO locations stretch out horizontally in
Fig. 17 because the locations of vertical bending angle profile
are all shown.

Overall, the predicted RO positions agree well with the real
data, though more ROs (697) are predicted than the real data
(611). This is because the prediction algorithm assumes ideal
condition while, the RO occurrence is impacted by the status
and health of the GNSS transmitters, the GNSS receivers,
and the on-orbit and ground processing. Therefore, the num-
ber of the GNSS ROs should be adjusted during OSSE
experiments.

Zuffada et al. (1999) noted that, when the receiver is within
the atmosphere (such as airborne or balloon-based GNSS
RO), it is possible to measure both positive and negative ele-
vation rays (as shown in Fig. 15). Specifically, for every

FIG. 15. Illustration of space- and balloonborne RO instruments.
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negative elevation ray with bending angle aN, there is a corre-
sponding positive elevation value aP with the same impact
parameter. The impact parameter a defines the radius of clos-
est approach the ray path would have in the absence of bend-
ing. Mathematically, it is the product of the refractive index n,
the radius of the ray path r, and the sine of the angle w

between the local radius vector and the tangent to the ray
path (Healy et al. 2002). By assuming spherical symmetry,
subtracting the positive elevation bending angle from the neg-
ative gives a′(a), the “partial bending angle” which is ray
bending that occurs along the section of path below the
receiver. Healy et al. (2002) proposed an approach using an
Abel transform to estimate the atmospheric refractive index
profile along the partial bending angle profiles. Figure 18 pre-
sents the comparison of the extended horizontal distance of
LEO satellite-based (blue) and balloon-based (red) GNSS
RO slant paths. From LEO, satellite-based bending angle
profiles can extend from the near the surface to the top of
the atmosphere. In addition, since LEO-based satellites move

outside the atmosphere, LEO-based receivers can “scan” the
atmosphere as they orbit Earth. As a result, their horizontal
distance slant paths are limited to around 80–100 km. By con-
trast, balloon-based RO can only extend vertically from the
balloon platform to the surface; thus, providing no informa-
tion content above the balloon. Furthermore, the GNSS
receivers inside the atmosphere almost stand still compared
to the GNSS satellites. Thus, scanning the atmosphere below
the platform are achieved by viewing the slowly moving
GNSS satellites, resulting in a relatively large horizontal dis-
tance of ∼500 km. In addition, the RO forward operator for
the balloon-based RO observations needs to be developed to
compute the partial bending angle, which is different from the
satellite-based RO forward operator in the CGOP package.
All these differences need to be considered during the

FIG. 16. Flowchart to compute balloon-based or LEO satellite-based GPS radio occultation slant path.

FIG. 17. Predicted (red) and real (black) RO locations for GRAS
on MetOp-B on 2 Oct 2018. A total of 697 RO observations were
predicted from the simulator, which are compared to 611 observa-
tions identified from the real data.

FIG. 18. Comparison of extended horizontal distance of LEO sat-
ellite-based (blue) and balloon-based (red) RO slant path. The alti-
tude of the balloon is 19.0 km. The black line indicates the altitude
of 7.0 km.
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OSSEs. Shown in Fig. 19 is an example of simulated balloon-
based GNSS RO slant path in the 3D space and their corre-
sponding elevation angle time series from the balloon to the
GNSS satellite G26, where the balloon moves along its trajec-
tory path at the altitude around 19.5 km (green line). In the
figure, there are a total of five GNSS RO events, including
three setting cases and two rising events.

4. Summary

The CGOP package developed at NOAA and JCSDA is
used for OSSE studies to quantitatively evaluate the impacts
of emerging observing system or new instruments on NOAA
NWP systems. For any OSSE experiments, the first step is to
simulate observations from the natural run. Hence the timing
and locations of individual observations as well as the observ-
ing geometry is needed to extract the atmospheric and surface
variables from the nature run, which are then input to the
observation forward operator (e.g., radiative transfer model
or RO forward operator). To address the challenge for newly
proposed systems whose instruments are not yet built and
platforms are not yet deployed, an orbit and near-space simu-
lator to compute these parameters based on the specific host-
ing platform and onboard instrument characteristics has been
recently developed under the GCOP framework. The soft-
ware includes following parts.

1) The satellite orbit simulator can simulate the flying path
of a satellite on a LEO, geostationary, and Tundra orbit
once the orbit parameters are given. The simulator can
output the satellite position and velocity vector at any
moment, which can be further converted into longitude
and latitude at nadir and satellite altitude. The validation
for an existing satellite indicates that the simulator per-
forms well and the errors for nadir locations are less than
0.6 km over one orbit.

2) A simple trajectory model for a superpressure strato-
spheric balloon platform is developed using G5NR wind
fields. The balloon horizontally moves with winds and ver-
tically stays on constant-density (isopycnic) surfaces. A
qualitative assessment of computed and real balloon tra-
jectories indicates that this simple trajectory model is suf-
ficient to evaluate impacts of future instruments hosted
on a balloon platform.

3) A module to account for platform orientation is also
developed, which can be combined with the computed
platform orbit (or trajectory) once the orientation angles
(pitch, roll, and yaw) are available.

4) The instrument geometry simulator can simulate the
observing geometry of passive atmospheric sounders
on any platform. The calculated geometry parameters
include time varying location (latitude and longitude),
scan geometry (satellite zenith and azimuth angles),
GIFOV shapes, and solar zenith and azimuth angles
(if needed) for either cross-track or conical scanning
mechanisms. Validation results for CrIS show that the
simulator location errors are controlled at a subpixel
level.

5) The radio occultation simulator determines the geometry
of the GNSS transmitters and receivers either on satellites
or stratospheric balloons and thus determines the slant
path of the RO observations in the atmosphere. The com-
parison of predicted the GNSS RO occurrence against
GRAS on board MetOp-B indicates that the prediction
results are reasonable.

As a final note, we point out that, this simulator is purely
for OSSE studies for evaluating the impacts for newly pro-
posed instruments and platform; thus, it cannot replace exist-
ing ground processing software for satellite observations. In
addition, the RO forward operator on the balloon platform is
not available in the current CGOP package and needs to be
developed in the future.

FIG. 19. An example of (left) the simulated balloon-based RO slant path in the 3D space and (right) their corresponding evaluation angles
time series from the balloon to the GPS satellite G26. The green line indicates the Loon trajectory, while the rising and setting slant paths
are indicated by the red and blue lines in the left panel.
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